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ABSTRACT- A Weblogs contains series of 

transactions updated frequently, while users 

accessing the websites. It comprises of various 

entries like IP address, status code and number of 

bytes transferred, categories and time stamp. The 

user interest can be classified based on categories 

and attributes and it is helpful in identifying user 

behavior. The log query parser is to convert 

unstructured log to structured log based on user 

interest. The weblog data can be classified as 

successful and unsuccessful data. The aim of the 

research is to classify the data of success response 

and analyze the user navigation. The process of 

identifying user behavior consisting of data 

collection, query parser, pre-processing and pattern 

analysis that will help us to analyze and predict the 

user behavior in short time. This research work 

explores to analyze the user prediction, based on 

the user preference present in various levels that is 

captured from weblogs. 

 

Keywords: User navigation, web mining, user 

behavior, traversal pattern, prediction accuracy, 

Data Mining. 

 

 

Introduction 

In current situation explosive growth of knowledge 

available on internet makes the users to access the 

information day by day. It becomes much more 

difficult for users to access relevant information 

efficiently. Analyzing and modeling web 

navigation behavior is helpful in understanding 

demands for online users. Web mining is a data 

mining technique to extract and analyze useful 

information from web data [5]. Based on the kind 

of data, web mining can be classified in to three 

different categories namely web content mining, 

web usage mining and web structure mining. Web 

content mining is the discovery of contents from 

web documents such as image, text, audio, video 

etc. Web structure mining focus on analyzing the 

physical link structure of websites. Web usage 

mining analyzes the browsing activity. 

 

The web usage data consists of data from weblog. 

The user accessing information from the websites 

is stored as logs. The log contains series of user 

transactions which are frequently updated 

whenever the user accesses the website [6]. The 
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prediction of user behavior can be identified only 

through logs. The weblog contains unstructured 

format, so convert to raw weblog to processed 

weblog using data preprocessing [7], the data 

preprocessing includes Data Cleaning, User 

identification, Session Identification, content 

retrieval and path completion to get user navigation 

pattern. 

 

Every Manufacturing industry is interested in 

predicting vehicle preferences by customers. Most 

of the transactions are lie on website and then 

registered website use the customer prediction. The 

Vehicle prediction is analyzed by using the 

attributes and categories in weblog, from those 

different vehicles can be classified based on user 

preference. The prediction process is consists of 

online and offline with respect to web server 

activity [8]. Offline data analyze historical data, 

such as log file or weblogs which are captured 

from server. Weblog used in online, with the help 

of user intuition list, whenever that user comes 

online for next time. 

 

The process of identifying user behavior is based 

on previous user navigation that is taken from 

weblogs; through weblog web traversal pattern is 

discovered. The classifier classifies the WTP into 

frequent sequence and semi-frequent sequence 

from that user buying behavior is analyzed. 

 

Related Work 
Web usage mining predict the user navigation 

behavior based on the preferences in website, User 

navigation technique uses data preprocessing Dr. 

A. R. Patel and Renata Ivancsy [5] suggested that 

the weblog contains raw log format, so convert to 

unprocessed weblog to processed weblog using 

data preprocessing, the data preprocessing 

technique contains Data Cleaning, User 

identification, Session Identification, content 

retrival and path completion to get user navigation 

pattern. After getting the processed log, the given 

log is converted in to sequence of patterns based on 

user‟s pattern. 

 

Hong Cheng and Xifeng Yan [6] showed user get 

the processed log from raw log, then web traversal 

pattern is analyze to classification algorithm to 

classify the processed log into maximum forward 

sequence. The algorithms classify the Frequent 

Sequence, Semi-frequent Sequence and In-frequent 

Sequence. D. Kerana Hanirex and Dr. M. A. Dorai 

Rangaswamy [8] showed classification of frequent 

item sets, semi-frequent item sets and In-frequent 

item sets and database transactions into clusters. 

Clusters are grouped based on the similar traversal 

pattern. Then it finds the frequent item sets, semi-

frequent item sets and In-frequent item sets, the 

clusters reduces the number of transaction in the 

database and the efficiency is improved. 

 

Mobasher[15] suggested Web personalizer is a 

dynamic recommendation from a list of hypertext 

links to users. The web personalizer shows the 

usage of data and also shows the hyperlinks of the 

website. Weblogs are classifying in to frequent, 

semi-frequent and infrequent sequences, based on 

the classification the sequences are converted to 

form clusters. The online phase considers the 

maximum active user session in order to find 

matches of most user activities and discovered 
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usage of user profiles. A web usage mining suggest 

to provide useful information and the web user 

navigation technique is to optimize the server 

performance based on data preprocessing is a 

technique to cleaning, user identification, session 

identification, classification and clustering that will 

helps to understand the user‟s behavior. 

 

Joachims, Juhne [29] and Pazzani and Billsus [31] 

showed the examples of visitors suggest links of 

each user. The user visit the web server based on 

user interest, by the next time the browser will 

show the user suggest website based on user 

interest. The browser will follow the frequent 

viewed items, whenever the user will visit some 

other pages that will show frequently of webserver 

links, then only user can follow the frequently 

visited links. 

 

Fu and Perkowitz and Etzioni [32] suggested that 

the user will visit the web server by current and 

past sessions. The algorithm suggest that first top 

m pages based on user‟s most visited current 

sessions, the system shoud analyse the maxpath 

and minpath of navigated sessions, then only the 

visitor should easily navigate the path from the list 

of max list of path, by selecting min path, the 

algorithm select the best path from the list of 

frequent path. 

 

The user prediction can be analyzed based on the 

previous user navigation path, to find the navigated 

path. The following algorithm must be analyzed 

such as Query log parser, user identification, 

session identification, pattern generation, and 

pattern analysis, by the following technique user 

prediction will be analyzed. Cadez, 2000 [33] 

suggested markov model is to analyze the previous 

results to find the user behavior, the model analyze 

various results based on previous user path 

navigated, it reduces the number of paths and 

reduces the clustering size. 

 

Framework for User Navigation System 

 

 

Figure 1, shows the framework for analysis of user 

behavior pattern in web. It consists of five phases 
 Acquisition of weblogs 

 

 

 Log Query Parser 
 

 

 Preprocessing 
 

 

 Navigation Pattern Modeling 
 

 

 Clustering 
 

 

 Classifier 
 

 

Acquisition of Weblogs 

 

 

While the user accesses the web server, then the 

transactions are recorded in the form of weblogs. 

The web log consists of history of user navigation 

that is stored in web server and the log consists of 

following attributes 

1. the user‟s IP address  

 

2. the remote log name of the user  
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3. the access date and time  

4. the request method  

 

5. the URL of the page  

 

6. the protocol (HTTP 1. 0, HTTP 1. 1, etc. )  

 

7. the return code  

 

8. categories  

9. the number of bytes transmitted 

 

The above attributes helps to identify the user 

behavior and this can be classified after 

preprocessing.

 
Log Query Parser  

The log query parser is to extract unstructured log to structured log based on user interest. This parser provides universal query 
access to text based data such as log files, XML files and CSV files. 
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Figure 1. log query parser 

Preprocessing  
The log contains unstructured format of user navigation 

information, so conversion of unstructured log to structured 

log is required. It can be done through data preprocessing 
technique, which consists of three phases 

 
   Data cleaning 
   User identification  

 Session identification 

 
 

Data Cleaning  
Let us consider the access log of NASA web site. The users 
were allowed to browse their own interest. These logs have 
been recorded for the period of 01/Jul/1995;00:00:01 to 
14/Jul/1995;00:00:01, logs details were acquired and 
preprocessed for further navigation prediction. The log file 
contains 2486 records, in that each record having the status 
code. The status code decides the success and failure of 

webpage. The status code between 200 to 400 is valid. The 
data cleaning process removes the records with graphics and 
video format such as gif, jpeg etc., which is not helpful for 
identifying user navigation. Hence valid records are 
considered for further identification. After the cleaning 
process in log 846 records are obtained. For navigation 
mapping of pages with identify is mapped semantically. From 
the above log P1 consider as Home page, P2 as Missions, P3 
as Galleries, P4 as NASA TV, P5 as Follow NASA, P6 as 

Downloads, P7 as About, P8 as NASA Audiences, P9 as 

Topics etc. 
 

1) Exclusive User Identification 
2)  

Traditional user identification is carried out according to 

some specific rules. Different IP address refers to different 

users. The same IP with different operating system or 

different browser should be considering as different user. 

While the IP, operating system and browsers are all the same, 

new user can be determined whether the requesting page can 

be reached by accessed pages before according to the 

topology of the site.  

 

Exclusive user identification is important process next to data 
cleaning and sessionization. Distinct users are identified 
based on the rules suggested in User Identification section. 
Though many efficient algorithms are there, those are fail in 
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accuracy and efficiency when the size of the Log Database 
increases. Today‟s modern web servers are capable of 
handling terabytes of data conventional algorithms are 
outmoded in handling these scenarios. Considering the above 
facts this study has proposed an efficient Exclusive User 
Identification algorithm that uses modern Hashing techniques 
to identify unique user quickly inspire the huge size of the 
database. A new hashing key has been proposed and 
successfully implemented in the algorithm to locate the user.  
 

Techniques and Usage of Hash Map   
 
For a huge database structure, it can be almost next to 
impossible to search all the index values through all its level 
and then reach the destination data block to retrieve the 
desired data. Hashing is an effective technique to calculate 
the direct location of a data record on the disk without using 
index structure. Hashing uses hash functions with search 
keys as parameters to generate the address of a data record. 
 

Hash Map Organization 
 
Hash Map is organized its data with  „n‟  buckets  to store all 
records in  a Log based on its predefined  hash function. This 
helps to locate the specific user IP address more faster. 
 

 Bucket − A hash file stores data in bucket 
format. Bucket is considered a unit of storage. 
A bucket typically stores one complete disk 
block, which in turn can store one or more 
records.   

 Hash Function − A hash function, h, is a 
mapping function that maps all the set of 
search-keys K to the address where actual 
records are placed. It is a function from search 
keys to bucket addresses.  

 
Dynamic Hashing 
  
The problem with static hashing is that it does not expand or 
shrink dynamically as the size of the database grows or 
shrinks. Dynamic hashing provides a mechanism in which 
data buckets are added and removed dynamically and on-
demand. Dynamic hashing is also known as extended 

hashing . Hash function, in dynamic hashing, is made to 
produce a large number of values and only a few are used 
initially. 

 
Considering this actuality, we presented a new algorithm 
called “EUI (EXCLUSIVE USER IDENTIFICATION)”. It 
analyses more factors, such as user‟s IP address, Web site‟s 
topology, browser‟s edition, operating system and referrer 
page. This algorithm possesses preferable precision and 
expansibility. Proposed method shows comparison not only 
based on User_IP. Sometimes same User_IP may generate 
the different web users, based on path which chosen by any 
user and access time with referrer page we find out the 
distinct web user. When huge databases were taken for 
consideration the time taken to locate the records was much, 
hence appropriate methodology has to be incorporated to 
make the process faster. Taking these prevailing conditions, 
the study has proposed a new Hashing formulation, to 
minimize the searching time for large datasets. The formation 
of the Hashing technique is discussed below. 
 
Proposed Hash Map Function  is N mod 2 * K 

   
Where N refers the record number indirectly pointing the 
data (an IP address or an Operating system or a browser) and 
K refers to the virtual address of the bucket. The multiplied 
factor gives the original location of the data. Substitute 
Nmod2 with parameter H the above equation  becomes  
H(K). 

  

Proposed Algorithm for Exclusive User Identification is 

as follows, 

 
Definition: given a clean and filtered web log file and record 
set web log file 

Records RS= {r1,r2,r3……rn} where n>0 
 
Step1: Input Log database RUser of N records 

Step2: Exclusive User identification base 
Step3: RUser=P<url, ip_addr, agent, method, operating 
system,status,session id,time_stamp> 

Step4: RS=<r1,r2,r3…rn> where n!=0,i=0 
Step5: While (i<n) 
Step 6: While (Log database<>eof) 
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Step7: Read Log database RS 
Step8 :  Substitute the proposed Hash Function RS(i)mod2 * 

K(i). If userip  or  agent not part of Exclusive  user 
 identification base  then It  is treated as new user and copy 

userip and agent in Exclusive user Identification base.                              
Step9: End if 
Step 10 : End loop(Log database) 

Step11: i=i+1; 
Step12:  End loop (Web log file) 
Setp13: End 

 

Session Identification  
After the data cleaning and user identification, the navigation 
pattern mining classifies the user based on session. The 
important operation of navigation pattern mining is to cluster 
the session.  

Navigation pattern Modeling  
After the preprocessing of web server log file, data mining 
techniques are applied. The sequence of pattern is improved 
from preprocessor technique, it contains forward reference. 
The sub sequences can be generated by maximum forward 
algorithm; it contains both forward and backward reference. 
The directed graph in which N nodes represent N web pages 

 

 
 

Figure 3. A Decision Tree Generation for Interested User 
and Not Interested User 

 
 
 
The Decision tree is generated from the weblogs of NASA 
website. The pattern classifies the interested users and not 
interested users. The patterns supports organization in 
decision making process. 

 
Table 1 the browsing pattern of user behavior 

 
Pattern Num Browsing Pattern 

1 < P1, P2, P3, P6, P8, P18, P20, P21, P22> 
2 <P1, P2, P3, P6, P10, P18, P20, P21, P23> 
3 <P1, P2, P5, P7, P17, P7, P16> 
4 <P1, P2, P4, P7, P16, P19, P20, P21, P25> 
5 <P1, P2, P4, P7, P15, P19, P20, P21, P24> 
6 <P1, P2, P3, P7, P11, P6, P9> 
7 <P1, P2, P4, P6, P4, P7> 

 
 

Clustering  
The Partition Algorithm Frequent itemset (PAFI) is a 
clustering technique to cluster the browsing pattern of users. 
The table 1 has been generated based on decision tree; the 
table shows the sequence of user navigation pattern that is 
taken from weblogs. The each pattern is considered as one 
session.  
The PAFI algorithm clusters the similar sequence that is 
taken from browsing pattern. The table 2 shows the pattern 
and count of browsing pattern that is helpful to identify the 
user behavior. 

Table 2 Count of browsing pattern 
 

Pattern Id Pattern Count 
1 < P1, P2, P3, P6, P8, P18, P20, P21, P22> 16 
2 <P1, P2, P4, P7, P15, P19, P20, P21, P24> 17 
3 <P1, P2, P4, P7, P16, P19, P20, P21, P25> 11 
4 <P1, P2, P3, P6, P10, P18, P20, P21, P23> 16 
5 <P1, P2, P5, P7, P17, P7, P16> 2 

 
Step1: Begin Number of clusters (NOC) = count of 
transactions (COT)/N //N is random natural number  
Step 2: FOR i= 1 to NOC DO BEGIN 
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Step 3: FOR each cluster Ci DO 
BEGIN  

Step 4: FOR each transaction tÎD DO BEGIN  
Step 5: Find t such that t having highest number of 

items Step 6: Put t in Ci  
Step 7: END 
Step 8: END  

Step 9: Return Clusters with 1 item set. 
 

Classifier  
The Classifier utilizes browsing pattern from table 2. Using 

IncSpan algorithm, the browsing pattern is converted in to 

frequent sequence, semi frequent sequence and in frequent 

sequence. 
 
The user behavior is classified as interested users and not 

interested users. The interested user can be classified based 

on the count of pattern. If the count of the pattern is greater 

than 10, then the sequence is frequent sequence, so the user is 

interested in purchasing the vehicle. If the count is in-

between 5 to 10 then the sequence is semi frequent, otherwise 
the sequence is in frequent, so the user is not interested in 

purchasing. 
 

Table 3 Interested and Not Interested Users prediction 

 
 
 

The table 3 shows the prediction of interested and not 
interested users of various concepts of space.   
D-Original database 

D‟-Appended 
database min_sup-

threshold μ-Buffer   
ratio 

 
FS-set of frequent sequences SFS-

set of semi-frequent sequences 
>min_sup-sequence is frequent  

μ <= 1-sequence is semi-frequent  
< μ * min_sup-sequence is in frequent 

 
Input: An appended database D‟, min_sup, µ, frequent 
sequences FS in D, semi-frequent sequences SFS in D. 

Output: FS‟ and SFS‟  
Step 1: FS‟ = Ø, SFS‟ = Ø  

Step 2: Scan LDB for single items; 
Step 3: Add new frequent item into 

FS‟;  
Step 4: Add new semi-frequent item into 

SFS‟; Step 5: for each new item I in FS‟ do  
Step 6: PrefixSpan(I, D‟|i, µ * min_sup, FS‟, 

SFS‟); Step 7: for every pattern p in FS or SFS do  
Step 8: check sup(p);  

Step 9: if sup(p) = sup(p) + sup(p) >= min_sup  
Step 10: insert(FS‟, p); 

Step 11: if sup(p) >= (1-µ)min_sup  
Step 12: PrefixSpan(p, D‟|p, µ * min_sup, FS‟, 

SFS‟); Step 13: Else  
Step 14: insert (SFS‟, 

p); Step 15: return; 
Conclusion  

 
The proposed architecture is implemented by using Windows 
XP, SQL Server 2000 and R language 3.3.2 tools and PAFI 
algorithm, the system will predict the user‟s next access page 
based on user interest and improves prediction accuracy, it 
utilizes the previous user navigation results and classify the 
frequent item set, semi-frequent item set and in-frequent item 
set and reduces the number of path from the weblogs. The 
system will concentrate to extend with Fuzzy algorithm to 
identify the buying prediction behavior. 
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