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ABSTRACT 

A graph 𝐺 = ሺ𝑉,  edges is called a Stolarsky-3 ݍ vertices and  with (ܧ

mean graph if it is possible to label the vertices ݔ ∈ 𝑉 with distinct labels f(x) 

from 1,2,….,q+1 in such a way that when each edge e =uv is labeled with 

f=(e=uv)=ቜ√𝑓ሺ௨ሻ2+𝑓ሺ௨ሻ𝑓ሺ௩ሻ+𝑓ሺ௩ሻ2ଷ ቝ  (or)  √𝑓ሺ௨ሻ2+𝑓ሺ௨ሻ𝑓ሺ௩ሻ+𝑓ሺ௩ሻ2ଷ ,  then the edge 

labels are distinct. In this case 𝑓 is called Stolarsky-3 mean labeling of 𝐺. If 𝐺 

be a graph with 𝑉 = ଵܵ ∪ ܵଶ ∪ … ∪ ܵ𝑇, where each �ܵ� is a set of vertices having 

atleast two vertices and ܶ = 𝑉 −∪ �ܵ�.The degree splitting graph of 𝐺 by ܵܦሺ𝐺ሻ 

and is obtained from 𝐺 by adding vertices ݓଵ, ,ଶݓ … ,  𝑖 to eachݓ  and joiningݓ

vertex of �ܵ�ሺͳ ≤ 𝑖 ≤ 𝑡ሻ. In this paper, we contribute some new results on 

Stolarsky-3 mean labeling of degree splitting graphs. 

Keywords: Labeling, Stolarsky-3 Mean Labeling, Degree splitting graph. 

AMS Subject Classification: 05C78 

 

1. INTRODUCTION:  
The graph considered here will be simple, finite and undirected graph without loops 

or parallel edges. For all detailed survey of graph labeling, we refer to J.A. Gallian [1]. For all 

other standard terminology and notations we follow Harary[2].The concept of Mean labeling 

was introduced in [3]. Motivated by the above results and by the motivation of the authors we 

study the Stolarsky-3 Mean labeling on Degree Splitting graphs.In this paper we investigate 

Stolarsky-3 mean labeling behaviour of degree splitting graph of some graphs. We will 

provide brief summary of definitions and other information which are necessary for our 

present investigation. 
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Definition 1.1: 

 A graph 𝐺 = ሺ𝑉,  edges is called a Stolarsky-3 mean graph if ݍ vertices and  with (ܧ

it is possible to label the vertices ݔ ∈ 𝑉 with distinct labels f(x) from 1,2,….,q+1 in such a 

way that when each edge e =uv is labeled with f=(e=uv)=ቜ√𝑓ሺ௨ሻ2+𝑓ሺ௨ሻ𝑓ሺ௩ሻ+𝑓ሺ௩ሻ2ଷ ቝ  (or)  √𝑓ሺ௨ሻ2+𝑓ሺ௨ሻ𝑓ሺ௩ሻ+𝑓ሺ௩ሻ2ଷ ,  then the edge labels are distinct. In this case 𝑓 is called Stolarsky-3 

mean labeling of 𝐺 

 

Definition 1.2:  

Let 𝐺 = ሺ𝑉, ሻbe a graph with𝑉ܧ = ଵܵ ∪ ܵଶ ∪ … .∪ �ܵ� ∪ ܶ, where each �ܵ�is a set of 

vertices having atleast two vertices and ܶ = 𝑉 −∪ �ܵ�. The degree splitting graph of 𝐺 is 

denoted by ܵܦሺ𝐺ሻ and is obtained from 𝐺 by adding verticesݓଵ, ,ଶݓ … .  𝑖toݓ௧and joiningݓ

each vertex of �ܵ�ሺͳ ≤ 𝑖 ≤ 𝑡ሻ. The graph 𝐺 and its degree splitting graph ܵܦሺ𝐺ሻ are given in 

figure:1.  

                                    

 

 

Figure: 1 

Remark 1.3:  

Any graph 𝐺 is a subgraph of ܵܦሺ𝐺ሻ. If 𝐺 has atleast two vertices, then 𝐺 contains 

atleast two vertices of the same degree. Hence 𝐺 = 𝐾ଵis the only graph such that 𝐺 =   .ሺ𝐺ሻܵܦ

Theorem 1.4: Any path is a Stolarsky-3 mean graph.  

Theorem 1.5: Any cycle is a Stolarsky-3 mean graph.  

Theorem 1.6: If 𝑛 > ͵,𝐾is not a Stolarsky-3 mean graph.  

Theorem 1.7: Wheel is not Stolarsky-3mean graph. 

Theorem 1.8: 𝒏𝑲𝟑 is a Stolarsky-3 mean graph. 

Remark 1.9: In general, 𝑛ܵܦሺ𝐾ଵ,ሻ is a Stolarsky-3 mean graph. 

 Page No : 2414

This PDF document was edited with Icecream PDF Editor. Upgrade to PRO to remove watermark.This PDF document was edited with Icecream PDF Editor. Upgrade to PRO to remove watermark.This PDF document was edited with Icecream PDF Editor. Upgrade to PRO to remove watermark.This PDF document was edited with Icecream PDF Editor. Upgrade to PRO to remove watermark.



3 

 

 

2. MAIN RESULTS:  

 

Theorem: 2.1 

 𝑛ܵܦሺ𝑃ଷሻ is a stolarsky-3 mean graph. 

Proof: 

 The graph ܵܦሺ𝑃ଷሻ is shown figure: 2 

 

                                         
                                               Figure: 2 

 

Let 𝐺 = 𝑛ܵܦሺ𝑃ଷሻ, let the vertex set of G be 𝑉 = 𝑉ଵ ∪ 𝑉ଶ ∪ … ∪ 𝑉 

where 𝑉𝑖 = ,ଵ𝑖ݒ} ଶ𝑖ݒ , ,ଷ𝑖ݒ 𝑖ݓ , ͳ ≤ 𝑖 ≤ 𝑛} 

Define a function 𝑓: 𝑉ሺ𝐺ሻ → {ͳ,ʹ, … , ݍ + ͳ} by 𝑓(ݒଵ𝑖) = Ͷ𝑖 − ͵, ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒଶ𝑖) = Ͷ𝑖 − ʹ, ͳ ≤ 𝑖 ≤ 𝑛 

  𝑓(ݒଷ𝑖) = Ͷ𝑖 − ͳ, ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݓଵ𝑖) = Ͷ𝑖, ͳ ≤ 𝑖 ≤ 𝑛  

Then the edges are labeled as  

  𝑓(ݒଵ𝑖ݒଶ𝑖) = Ͷ𝑖 − ͵, ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒଶ𝑖ݒଷ𝑖) = Ͷ𝑖 − ʹ, ͳ ≤ 𝑖 ≤ 𝑛 

  𝑓(ݒଵ𝑖ݓ𝑖) = Ͷ𝑖 − ͳ, ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒଷ𝑖ݓ𝑖) = Ͷ𝑖, ͳ ≤ 𝑖 ≤ 𝑛 

Thus f provides a Stolarsky-3 mean labeling of G. Hence 𝑛ܵܦሺ𝑃ଷሻ is a Stolarsky-3 mean 

graph. 

 

Example: 2.2 Stolarsky-3 mean labeling of Ͷܵܦሺ𝑃ଷሻ is given in the following figure: 3 
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Remark: 2.3 𝑛ܵܦሺ𝑃ସሻis a Stolarsky-3 mean graph 

Theorem: 2.4 𝑛ܵܦሺ𝑃ଷ⨀𝐾ଵሻis a Stolarsky-3 mean graph. 

Proof:  

The graph ܵܦሺ𝑃ଷ⨀𝐾ଵሻ  is a Stolarsky-3 mean graph. 

                                  
  Figure: 4 

Let 𝐺 = 𝑛ܵܦሺ𝑃ଷ⨀𝐾ଵሻ, let the vertex set of G be 𝑉 = 𝑉ଵ ∪ 𝑉ଶ ∪ … ∪ 𝑉 

where 𝑉𝑖 = ,ଵ𝑖ݒ} ଶ𝑖ݒ , ,ଷ𝑖ݒ ସ𝑖ݒ , ହ𝑖ݒ , 𝑖ݒ , ଵ𝑖ݓ , ,ଶ𝑖ݓ ͳ ≤ 𝑖 ≤ 𝑛} 

 Define a function 𝑓: 𝑉ሺ𝐺ሻ → {ͳ,ʹ, … , ݍ + ͳ} by 𝑓(ݒଵ𝑖) = ͳͲ𝑖 − ͵, ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒଶ𝑖) = ͳͲ𝑖 − ʹ, ͳ ≤ 𝑖 ≤ 𝑛 

  𝑓(ݒଷ𝑖) = ͳͲ𝑖 − ͳ, ͳ ≤ 𝑖 ≤ 𝑛 , 𝑓(ݒସ𝑖) = ͳͲ𝑖 − ͺ, ͳ ≤ 𝑖 ≤ 𝑛  

  𝑓(ݒହ𝑖) = ͳͲ𝑖 − ͷ,ͳ ≤ 𝑖 ≤ 𝑛 , 𝑓(ݒ𝑖) = ͳͲ𝑖 − ,ͳ ≤ 𝑖 ≤ 𝑛 

  𝑓(ݓଵ𝑖) = ͳͲ𝑖, ͳ ≤ 𝑖 ≤ 𝑛 , 𝑓(ݓଶ𝑖) = ͳͲ𝑖 − ͻ,ͳ ≤ 𝑖 ≤ 𝑛 

Then the edges are labeled as  

  𝑓(ݒଵ𝑖ݒସ𝑖) = ͳͲ𝑖 − ͷ, ͳ ≤ 𝑖 ≤ 𝑛 , 𝑓(ݒସ𝑖ݒହ𝑖) = ͳͲ𝑖 − , ͳ ≤ 𝑖 ≤ 𝑛 

  𝑓(ݒଶ𝑖ݒହ𝑖) = ͳͲ𝑖 − Ͷ, ͳ ≤ 𝑖 ≤ 𝑛 , 𝑓(ݒଶ𝑖ݒ𝑖) = ͳͲ𝑖 − , ͳ ≤ 𝑖 ≤ 𝑛 

  𝑓(ݒଷ𝑖ݒ𝑖) = ͳͲ𝑖 − ͵, ͳ ≤ 𝑖 ≤ 𝑛 , 𝑓(ݒସ𝑖ݓଵ𝑖) = ͳͲ𝑖 − ͻ, ͳ ≤ 𝑖 ≤ 𝑛 

  𝑓(ݓଵ𝑖ݒ𝑖) = ͳͲ𝑖 − ͺ, ͳ ≤ 𝑖 ≤ 𝑛 , 𝑓(ݒଵ𝑖ݓଶ𝑖) = ͳͲ𝑖 − ʹ, ͳ ≤ 𝑖 ≤ 𝑛 

  𝑓(ݓଶ𝑖ݒଶ𝑖) = ͳͲ𝑖 − ͻ, ͳ ≤ 𝑖 ≤ 𝑛 , 𝑓(ݓଶ𝑖ݒଷ𝑖) = ͳͲ𝑖, ͳ ≤ 𝑖 ≤ 𝑛 

 

Thus f provides a Stolarsky-3 mean labeling for G. Hence 𝑛ܵܦሺ𝑃ଷ⨀𝐾ଵሻ is a Stolarsky-3 

mean graph. 

 

Example: 2.5 Stolarsky-3 mean labeling of Ͷܵܦሺ𝑃ଷ⨀𝐾ଵሻ is shown in figure: 5 
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     Figure: 5 

Remark: 2.6 𝑛ܵܦ(𝑃ଷ⨀𝐾ଵ,ଶ)is a Stolarsky-3 mean graph. 

Remark: 2.7 

 𝑛ܵܦ(𝑃ଷ⨀𝐾ଵ,ଷ) is a Stolarsky-3 mean graph. 

Theorem: 2.8 

 𝑛ܵܦ(𝐾ଵ,ଷ) is a stolarsky-3 mean graph. 

Proof: 

           The graph ܵܦ(𝐾ଵ,ଷ) is shown in figure: 6 

 
    Figure: 6 

Let 𝐺 = 𝑛ܵܦሺ𝐾ଵ,ଷሻ. Let the vertex set of 𝐺be 𝑉 = 𝑉ଵ ∪ 𝑉ଶ ∪ … .∪ 𝑉,  

Where𝑉𝑖 = ଵ𝑖ݒ} , ,ଶ𝑖ݒ ଷ𝑖ݒ , ସ𝑖ݒ , 𝑖/ͳݓ ≤ 𝑖 ≤ 𝑛} is the vertex set of 𝑖௧ℎ copy of 𝑛ܵܦሺ𝐾ଵ,ଷሻ. 

Define a function 𝑓: 𝑉ሺ𝐺ሻ → {ͳ,ʹ, … . . ݍ + ͳ} by 

  𝑓(ݒଵ𝑖) = 𝑖 − ͷ; ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒଶ𝑖) = 𝑖 − Ͷ; ͳ ≤ 𝑖 ≤ 𝑛 

  𝑓(ݒଷ𝑖) = 𝑖 − ͵; ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒସ𝑖) = 𝑖 − ͳ; ͳ ≤ 𝑖 ≤ 𝑛 

  𝑓(ݓ𝑖) = 𝑖; ͳ ≤ 𝑖 ≤ 𝑛 

Then the edges are labeled as, 

  𝑓(ݒଵ𝑖ݒଶ𝑖) = 𝑖 − ͷ; ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒଵ𝑖ݒଷ𝑖) = 𝑖 − Ͷ; ͳ ≤ 𝑖 ≤ 𝑛 

  𝑓(ݒଵ𝑖ݒସ𝑖) = 𝑖 − ͵; ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒଶ𝑖ݓ𝑖) = 𝑖 − ͳ; ͳ ≤ 𝑖 ≤ 𝑛 

 𝑓(ݒଷ𝑖ݓ𝑖) = 𝑖 − ʹ; ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒସ𝑖ݓ𝑖) = 𝑖; ͳ ≤ 𝑖 ≤ 𝑛 

Thus f provides a Stolarsky-3 mean labeling for G. Hence 𝑛ܵܦ(𝐾ଵ,ଷ) is a Stolarsky-3 mean 

graph. Page No : 2417
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Example: 2.9 Stolarsky-3 mean labelling of Ͷܵܦሺ𝐾ଵ,ଷሻ is shown in figure: 7. 

 

 

Figure: 7 

Remark: 2.10 𝑛ܵܦሺ𝐾ଵ,ସሻis a Stolarsky-3 mean graph. 

Theorm: 2.11 𝑛ܵܦሺܥସ ∘ 𝐾ଵ,ଷሻis a Stolarsky-3 mean graph.  

Proof:  

 The graphܥ)ܵܦସ ∘ 𝐾ଵ,ଷ)is shown in figure: 8 

         
  Figure: 8 

Let 𝐺 = 𝑛ܵܦሺܥସ ∘ 𝐾ଵ,ଷሻ. Let the vertex set of 𝐺 be 𝑉 = 𝑉ଵ ∪ 𝑉ଶ ∪ … .∪ 𝑉,  

Where 𝑉𝑖 = ,ଵ𝑖ݒ} ଶ𝑖ݒ , ଷ𝑖ݒ , ସ𝑖ݒ , ହ𝑖ݒ , 𝑖ݒ , 𝑖ݒ , ଵ𝑖ݓ , ଶ𝑖/ͳݓ ≤ 𝑖 ≤ 𝑛}. 

Define a function 𝑓: 𝑉ሺ𝐺ሻ → {ͳ,ʹ, … . . ݍ + ͳ} by 

   𝑓(ݒଵ𝑖) = ͳ͵𝑖 − ͳͲ; ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒଶ𝑖) = ͳ͵𝑖 − ͳͳ; ͳ ≤ 𝑖 ≤ 𝑛 

  𝑓(ݒଷ𝑖) = ͳ͵𝑖 − ; ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒସ𝑖) = ͳ͵𝑖 − ; ͳ ≤ 𝑖 ≤ 𝑛 

  𝑓(ݒହ𝑖) = ͳ͵𝑖 − Ͷ; ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒ𝑖) = ͳ͵𝑖 − ͵; ͳ ≤ 𝑖 ≤ 𝑛 
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   𝑓(ݒ𝑖) = ͳ͵𝑖 − ʹ; ͳ ≤ 𝑖 ≤ 𝑛, 𝑓ሺݓଵሻ = ͳ͵𝑖 − ͳʹ; ͳ ≤ 𝑖 ≤ 𝑛 

                       𝑓ሺݓଵሻ = ͳ͵𝑖; ͳ ≤ 𝑖 ≤ 𝑛 
Then the edges are labeled as, 

 𝑓(ݒଵ𝑖ݒଶ𝑖) = ͳ͵𝑖 − ͳͲ; ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒଶ𝑖ݒଷ𝑖) = ͳ͵𝑖 − ͺ; ͳ ≤ 𝑖 ≤ 𝑛 

   𝑓(ݒଵ𝑖ݒସ𝑖) = ͳ͵𝑖 − ; ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒଷ𝑖ݒସ𝑖) = ͳ͵𝑖 − ; ͳ ≤ 𝑖 ≤ 𝑛 

   𝑓(ݒଵ𝑖ݓଵ𝑖) = ͳ͵𝑖 − ͳͳ; ͳ ≤ 𝑖 ≤ 𝑛 , 𝑓(ݒଶ𝑖ݓଵ𝑖) = ͳ͵𝑖 − ͳʹ; ͳ ≤ 𝑖 ≤ 𝑛 

   𝑓(ݒଷ𝑖ݓଵ𝑖) = ͳ͵𝑖 − ͻ; ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒସ𝑖ݒହ𝑖) = ͳ͵𝑖 − ͷ; ͳ ≤ 𝑖 ≤ 𝑛 

 𝑓(ݒସ𝑖ݒ𝑖) = ͳ͵𝑖 − Ͷ; ͳ ≤ 𝑖 ≤ 𝑛, 𝑓(ݒସ𝑖ݒ𝑖) = ͳ͵𝑖 − ͵; ͳ ≤ 𝑖 ≤ 𝑛 

Thus f provides a Stolarsky-3 mean labeling for G. Hence 𝑛ܵܦሺܥସ ∘ 𝐾ଵ,ଷሻ is a Stolarsky-3 

mean graph. 

Example: 2.12 Stolarsky-3 mean labeling of Ͷܵܦሺܥସ ∘ 𝐾ଵ,ଷሻis shown in figure: 9 

 

 

   Figure: 9 

Remark: 2.13 𝑛ܵܦሺܥସ ∘ 𝐾ଵ,ସሻis a Stolarsky-3 mean graph.  
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