
 
www.ijcsjournal.com                                    Volume 13, Issue 1, No 06, 2025.                               ISSN: 2348-6600 

REFERENCE ID: IJCS-560                                                                                                                 PAGE NO: 015-032 

 

All Rights Reserved ©2025 International Journal of Computer Science (IJCS Journal)   

Published by SK Research Group of Companies (SKRGC) - Scholarly Peer Reviewed Research Journals 
www.skrgcpublication.org                                                                                                                                              Page 15 

ENHANCING UPI TRANSACTION SECURITY: A DEEP 

LEARNING APPROACH FOR FRAUD DETECTION 
 

Mrs.S.Logeswari 

Department of Computer Science and Engineering, 

Manakula Vinayagar Institute of Technology, 

Puducherry, India. 

Email ID: harinilogi.j213@gmail.com 

S.Saran Kumar 

Department of Computer Science and Engineering, 

Manakula Vinayagar Institute of Technology, 

Puducherry, India. 

Email ID: sarankumars419@gmail.com 

 

A.Sahaj 

Department of Computer Science and Engineering, 

Manakula Vinayagar Institute of Technology, 

Puducherry, India. 

Email ID: asahaj2002@gmail.com 

A.Vijayakumar 

Department of Computer Science and Engineering, 

Manakula Vinayagar Institute of Technology, 

Puducherry, India. 

Email ID: vijaykumar0505@gmail.com 

S.Pradeep 

Department of Computer Science and Engineering, 

Manakula Vinayagar Institute of Technology, 

Puducherry, India. 

Email ID: karthicksankar750@gmail.com 

 

Abstract 

UPI fraud has become a major concern 
in digital payments, with cybercriminals using 
advanced techniques to exploit security 
loopholes. Existing fraud detection systems 
often fail to accurately predict fraudulent 
transactions due to their evolving nature. 
Traditional models like Convolutional Neural 
Networks (CNN) struggle with large datasets, 
requiring significant computational power 
and time, making them inefficient for real-
time fraud detection. To address these 
limitations, a deep learning-based ensemble 
model is proposed, combining Artificial 
Neural Networks (ANN), Long Short-Term 

Memory (LSTM), and Gated Recurrent Units 
(GRU). ANN detects complex transaction 
patterns, LSTM identifies sequential 
dependencies in financial data, and GRU 
optimizes efficiency by reducing parameters 
while maintaining accuracy. This integration 
enhances fraud detection by improving 
precision and minimizing overfitting. The 
ensemble model effectively balances 
computational efficiency and predictive 
accuracy. Unlike CNN, which faces challenges 
with large-scale transactions, this approach 
processes vast amounts of data in real time. 
Moreover, by leveraging deep learning, the 
model continuously adapts to emerging fraud 
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patterns, increasing its detection capability 
over time. This proactive fraud detection 
system strengthens security in digital 
payments, reducing financial losses for 
individuals and organizations while 
enhancing trust in online transactions. 

 
Keywords: UPI Fraud, Fraud Detection, Deep 

Learning, Ensemble Model, Artificial Neural 
Networks (ANN), Long Short-Term Memory 
(LSTM), Gated Recurrent Units (GRU), Real-
Time Detection, Transaction Security, 
Cybersecurity. 
 
Introduction 

UPI (Unified Payments Interface) fraud 
involves deceptive activities specifically 
targeting transactions made through the UPI 
platform, a widely used digital payments 
system in India. Common UPI fraud schemes 
include phishing attacks, where fraudsters 
trick users into divulging their UPI credentials 
through fake websites or messages. Another 
method involves the creation of fake UPI IDs 
or apps that mimic legitimate services, 
enabling criminals to siphon funds from 
unsuspecting users. In some cases, fraudsters 
may exploit vulnerabilities in mobile devices 
to gain unauthorized access to UPI accounts, 
leading to unauthorized transactions. Social 
engineering tactics may also be employed to 
manipulate individuals into authorizing 
transactions under false pretenses. To counter 
UPI fraud, it is crucial for users to exercise 
caution, adopt secure practices such as two-
factor authentication, regularly update their 
UPI apps, and remain vigilant against 

phishing attempts. Additionally, financial 
institutions and UPI service providers 
implement security measures and collaborate 
with law enforcement to investigate and 
prevent fraudulent activities on the platform. 
Public awareness campaigns play a vital role 
in educating users about potential threats and 
promoting responsible use of UPI services to 
enhance overall cybersecurity. 

 
a. ANN Algorithm: 

Artificial Neural Networks (ANN) are 
computational models inspired by the 
structure and functionality of the human 
brain. ANNs consist of layers of 
interconnected nodes, called neurons, that 
process and learn from data. The network 
typically includes an input layer, one or more 
hidden layers, and an output layer. Each 
neuron applies a weighted sum to the inputs, 
passes it through an activation function (such 
as ReLU or Sigmoid), and transmits the result 
to the next layer. During training, ANN learns 
patterns in data by adjusting the weights 
using optimization techniques like 
backpropagation and gradient descent. This 
iterative process minimizes the error between 
predicted and actual outputs, improving 
accuracy. ANN is widely used in 
classification, regression, and anomaly 
detection tasks due to its ability to recognize 
complex patterns. However, traditional ANN 
models may struggle with long-term 
dependencies in sequential data, making them 
less effective for time-series applications. 
Despite this, ANN remains a foundational 
deep learning model, often integrated with 
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other architectures like LSTM and GRU for 
enhanced predictive performance in real-
world applications such as fraud detection, 
medical diagnosis, and financial forecasting. 
 
b. Long Short-Term Memory (LSTM) 
Algorithm: 

Long Short-Term Memory (LSTM) is a 
specialized type of Recurrent Neural Network 
(RNN) designed to handle sequential data by 
overcoming the vanishing gradient problem. 
Unlike traditional RNNs, which struggle with 
long-term dependencies, LSTMs use memory 
cells and gating mechanisms (input, forget, 
and output gates) to selectively retain or 
discard information over extended sequences. 
The forget gate determines which information 
should be discarded, the input gate updates 
the memory cell with new information, and 
the output gate controls what information is 
passed to the next step. This architecture 
allows LSTM to effectively capture long-range 
dependencies, making it suitable for time-
series analysis, natural language processing, 
and financial fraud detection. By learning 
patterns in sequential transaction data, LSTMs 
enhance fraud detection models by identifying 
anomalies that indicate fraudulent activities. 
Additionally, their ability to process past and 
present data efficiently improves accuracy in 
predicting fraudulent transactions. However, 
LSTMs require significant computational 
power and training time, making them 
resource-intensive compared to simpler 
models. Despite these challenges, LSTMs 
remain one of the most effective deep learning 
approaches for handling sequential patterns, 

making them valuable in applications such as 
speech recognition, predictive analytics, and 
fraud detection systems. 

 
c. Gated Recurrent Unit (GRU) Algorithm 

Gated Recurrent Unit (GRU) is an 
advanced type of Recurrent Neural Network 
(RNN) designed to handle sequential data 
efficiently while addressing the vanishing 
gradient problem. GRU is similar to Long 
Short-Term Memory (LSTM) but has a simpler 
architecture with fewer parameters, making it 
computationally more efficient. It consists of 
two main gates: the update gate and the reset 
gate. The update gate determines how much 
of the past information should be retained, 
while the reset gate controls how much past 
information should be forgotten. Unlike 
LSTM, GRU does not have a separate memory 
cell; instead, it merges the hidden state and 
memory cell into a single unit. This 
streamlined design allows GRUs to train faster 
and require fewer computational resources 
while still capturing long-term dependencies 
effectively. GRUs are widely used in natural 
language processing, time-series forecasting, 
and fraud detection due to their ability to 
process sequential patterns with high 
accuracy. In fraud detection systems, GRUs 
can analyze transaction sequences to detect 
suspicious behavior by recognizing temporal 
dependencies. Since GRUs are 
computationally lighter than LSTMs while 
maintaining similar performance, they are an 
excellent choice for real-time applications that 
require quick decision-making. 
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II. Literature Survey: 

 
[1] Financial fraud, considered as deceptive 
tactics for gaining financial benefits, has 
recently become a widespread menace in 
companies and organizations. Conventional 
techniques such as manual verifications and 
inspections are imprecise, costly, and time 
consuming for identifying such fraudulent 
activities. With the advent of artificial 
intelligence, machine-learning-based 
approaches can be used intelligently to detect 
fraudulent transactions by analyzing a large 
number of financial data. Therefore, this paper 
attempts to present a systematic literature 
review (SLR) that systematically reviews and 
synthesizes the existing literature on machine 
learning (ML)-based fraud detection. 
Particularly, the review employed the 
Kitchenham approach, which uses well-
defined protocols to extract and synthesize the 
relevant articles; it then report the obtained 
results. Based on the specified search 
strategies from popular electronic database 
libraries, several studies have been gathered. 
After inclusion/exclusion criteria, 93 articles 
were chosen, synthesized, and analyzed. The 
review summarizes popular ML techniques 
used for fraud detection, the most popular 
fraud type, and evaluation metrics. The 
reviewed articles showed that support vector 
machine (SVM) and artificial neural network 
(ANN) are popular ML algorithms used for 
fraud detection, and credit card fraud is the 
most popular fraud type addressed using ML 
techniques. The paper finally presents main 
issues, gaps, and limitations in financial fraud 

detection areas and suggests possible areas for 
future research. [2] Fraud detection for 
credit/debit card, loan defaulters and similar 
types is achievable with the assistance of 
Machine Learning (ML) algorithms as they are 
well capable of learning from previous fraud 
trends or historical data and spot them in 
current or future transactions. Fraudulent 
cases are scant in the comparison of non-
fraudulent observations, almost in all the 
datasets. In such cases detecting fraudulent 
transaction are quite difficult. The most 
effective way to prevent loan default is to 
identify non-performing loans as soon as 
possible. Machine learning algorithms are 
coming into sight as adept at handling such 
data with enough computing influence. In this 
paper, the rendering of different machine 
learning algorithms such as Decision Tree, 
Random Forest, linear regression, and 
Gradient Boosting method are compared for 
detection and prediction of fraud cases using 
loan fraudulent manifestations. Further model 
accuracy metric have been performed with 
confusion matrix and calculation of accuracy, 
precision, recall and F-1 score along with 
Receiver Operating Characteristic (ROC) 
curves. [3] The COVID-19 pandemic has 
catalyzed significant transformations in the 
global financial landscape, particularly 
accelerating the adoption of digital payments. 
However, this rapid shift towards digital 
transactions has also given rise to more 
sophisticated and insidious fraud schemes, 
posing new challenges for the financial sector. 
In response to these evolving threats, this 
paper conducts a comprehensive review of the 
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fraud landscape within digital payments, 
offering insights into the diverse fraudulent 
activities that have emerged in the wake of the 
pandemic-induced changes. The analysis 
extends to examining the regulatory 
approaches taken by authorities worldwide to 
address these challenges, providing a global 
perspective on combating digital payment 
fraud. Furthermore, the paper delves into the 
potential of machine learning algorithms in 
detecting and preventing digital payment 
fraud in the post-pandemic era. With the 
inherent ability to analyze vast datasets and 
identify patterns, machine learning stands as a 
powerful tool in fortifying security measures. 
The exploration of these algorithms serves as a 
critical component in enhancing the resilience 
of digital payment systems. Finally, the paper 
highlights key obstacles that may impede 
effective fraud detection and prevention, 
while also shedding light on promising 
opportunities that could shape the future of 
intelligent payment fraud detection. This dual 
focus on challenges and possibilities aims to 
inspire future developments in the field, 
fostering innovation and resilience in the face 
of evolving threats to digital financial systems. 
[4] In this study, people can use credit cards 
for online transactions as they provide an 
efficient and easy-to-use facility. With the 
increase in usage of credit cards, the capacity 
for credit card misuse has also increased. 
Credit card fraud causes significant financial 
losses for both cardholders and financial 
companies. In this research study, the main 
aim is to detect such frauds, including the 
accessibility of public data, high-class 

imbalance data, changes in fraud nature, and 
high rates of false alarm. The relevant 
literature presents many machine learning-
based approaches for credit card detection, 
such as the Extreme Learning Method, 
Decision Tree, Random Forest, Support Vector 
Machine, Logistic Regression, and XG Boost. 
However, due to low accuracy, there is still a 
need to apply state-of-the-art deep learning 
algorithms to reduce fraud losses. The main 
focus has been to apply the recent 
development of deep learning algorithms for 
this purpose. A comparative analysis of both 
machine learning and deep learning 
algorithms was performed to achieve efficient 
outcomes. A machine learning algorithm was 
first applied to the dataset, which improved 
the accuracy of the detection of the frauds to 
some extent. Later, three architectures based 
on a convolutional neural network are applied 
to improve fraud detection performance. The 
further addition of layers further increased the 
accuracy of detection. A comprehensive 
empirical analysis has been carried out by 
applying variations in the number of hidden 
layers, epochs, and the latest models. The 
proposed model outperforms state-of-the-art 
machine learning and deep learning 
algorithms for credit card detection problems. 
In addition, we have performed experiments 
by balancing the data and applying deep 
learning algorithms to minimize the false-
negative rate. The proposed approaches can 
be effectively implemented for the real-world 
detection of credit card fraud. . We use 
algorithms such as Logistic Regression, 
Support Vector Machine, XG boost, Random 
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Forest, Decision Tree, and KNN. Over 
sampling method is used to balance the 
dataset. Here we use SMOTE [Synthetic 
Minority Oversampling Technique]. 
Oversampling. In our model, the support 
vector machine gives more accuracy. The 
accuracy is given by the ROC [Receiver 
Operating Characteristic] curve. [5] The surge 
in online payment modes, particularly on E-
commerce platforms, has introduced new 
avenues for fraud, with credit card 
transactions being a notable target. Despite the 
various security features integrated into credit 
cards, such as fraud protection, verified by 
Visa and MasterCard Secure Code, address 
verification systems, and biometric 
authentication, instances of fraud persist, 
resulting in significant financial losses for 
banks, merchants, and organizations. Even 
with the added security measure of chip and 
pin systems, where a secret code is required 
for transactions, the escalating prevalence of 
credit card fraud, as indicated by a 12.5% 
annual increase according to a survey, 
underscores the need for robust and effective 
fraud detection methods. To address this 
escalating challenge, contemporary 
approaches leverage advanced technologies 
like hybrid algorithms and artificial neural 
networks. These methodologies have 
demonstrated superior performance 
compared to traditional methods in detecting 
fraudulent activities. By utilizing dataset 
variables such as "duration," "transaction 
amount," and the parameters labeled as "V1 to 
V28," derived from the dataset, a machine 
learning model can be constructed. This model 

aims to discern and separate fraudulent 
transactions from legitimate ones, employing 
sophisticated algorithms to analyze patterns 
and anomalies in the data. The integration of 
machine learning techniques in fraud 
detection represents a proactive response to 
the evolving landscape of credit card fraud, 
emphasizing the importance of employing 
cutting-edge technologies to safeguard 
financial transactions in the digital era. [6] The 
evolution and improvements in electronic 
commerce and communications around the 
world have stimulated credit card use. With 
the support of smartphone wallets, electronic 
payments have become the most popular 
payment method for personal and business 
use; however, the past few years have also 
seen a major increase in fraudulent 
transactions. Corporations and individuals 
experience very negative impacts from such 
fraud. Therefore, fraud detection systems have 
received a lot of attention recently from major 
financial institutions. This paper proposes a 
fraud detection approach that deals with small 
and imbalanced datasets using Generative 
Adversarial Networks (GANs) for sample 
generation. Six machine-learning algorithms 
were applied to real-world data. The accuracy 
of all six algorithms was above 85% and the 
precision was above 95%. Five of the six 
algorithms had a recall score greater than 90%.  
 

Furthermore, the Receiver Operating 
Characteristics (ROC), which measure 
performance at different thresholds, 
demonstrated scores greater than 0.90, except 
Naïve Bayes, which scored 0.81. The proposed 
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approach outperformed the same algorithms 
in other studies. 
 
III. Proposed System: 

The proposed system enhances UPI 
fraud detection by integrating an ensemble 
model that combines Artificial Neural 
Networks (ANN), Long Short-Term Memory 
(LSTM), and Gated Recurrent Units (GRU). 
ANN is instrumental in identifying intricate 
patterns within transactional data, enabling 
the system to recognize anomalies that could 
indicate fraudulent activity. LSTM, with its 
strength in analyzing sequential data, helps in 
detecting fraudulent behaviors that evolve 
over time, making it highly effective in 
financial fraud detection. GRU, a more 
computationally efficient variant of LSTM, 
reduces the number of parameters while 
maintaining high accuracy, ensuring that the 
model can process large-scale financial data 
without excessive resource consumption. This 
combination enhances fraud detection by 
leveraging the strengths of each architecture, 
making the system more effective in 
distinguishing genuine transactions from 
fraudulent ones. Compared to traditional 
fraud detection models like CNN, which 
struggle with large transactional datasets, the 
proposed ensemble model efficiently handles 
vast amounts of data, making it ideal for real-
time fraud detection. Unlike static models that 
rely solely on historical data, this approach 
continuously adapts to emerging fraud 
patterns, thereby improving detection 
accuracy over time. By integrating deep 
learning techniques, the system minimizes 

false positives and enhances risk assessment, 
reducing financial losses for users and 
businesses. This robust, scalable approach not 
only strengthens security in digital payment 
platforms but also fosters trust in online 
transactions, ensuring a safer and more 
reliable UPI ecosystem. 

 
a.Data Collection: 

Data collection from Kaggle open-
source datasets is a crucial step in building a 
machine learning model, especially for tasks 
like UPI fraud detection. Kaggle is a platform 
that hosts a wide variety of datasets shared by 
researchers, organizations, and individuals. 
These datasets are often publicly available and 
can be accessed freely, making it an excellent 
resource for obtaining real-world data for 
various machine learning tasks. For UPI fraud 
detection, data collection from Kaggle would 
typically involve searching for relevant 
datasets related to financial transactions, fraud 
detection, or payment systems. Kaggle 
provides datasets containing features like 
transaction amount, user ID, time of 
transaction, merchant details, and labels 
indicating whether the transaction is 
fraudulent or legitimate. Kaggle also offers 
datasets that are already pre-processed or 
contain additional metadata like timestamps 
or geographical locations, which are beneficial 
for detecting fraudulent patterns over time.  

After downloading the dataset, it’s 
important to check the data for completeness, 
identify missing values, and ensure that it 
reflects real-world conditions. The data from 
Kaggle provides a solid foundation for 
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building and testing machine learning models, 
allowing developers to train models on 
diverse, open-source datasets and refine them 
before deployment in real-world systems. 

 
b.Pre-processing: 

Pre-processing a dataset from a CSV 
file is an essential step in preparing the data 
for analysis or machine learning. The process 
begins with handling missing values, where 
any missing or null entries are identified and 
addressed, either by imputing values (such as 
replacing with the mean, median, or mode) or 
removing the rows or columns with 
significant gaps. Next, duplicate rows are 
removed to avoid redundancy, ensuring that 
each data point is unique. Categorical 
variables need to be converted into numerical 
form through techniques like one-hot 
encoding or label encoding, enabling 
algorithms to process them effectively. For 
numerical features, feature scaling is applied, 
such as normalization or standardization, to 
ensure that variables are on a comparable 
scale, preventing any single feature from 
dominating the model. Outliers, or data points 
significantly different from others, are also 
detected and handled, as they can skew the 
model’s predictions. Finally, the dataset is 
split into separate training, validation, and test 
sets to ensure that the model is trained on one 
subset of the data and tested on another, 
avoiding overfitting and ensuring 
generalization. By completing these steps, the 
dataset is cleaned, structured, and 
transformed, making it ready for effective 
analysis and model development. 

c.Feature Extraction: 

Feature extraction is the process of 
transforming raw data into a set of 
meaningful, informative features that can 
improve the performance of machine learning 
models. In the context of a dataset, especially 
for tasks like fraud detection or predictive 
modeling, the goal is to identify and select 
relevant characteristics that represent patterns 
and trends within the data. For numerical 
data, feature extraction might involve 
computing statistical measures like mean, 
median, standard deviation, or aggregating 
values over specific intervals. For example, in 
a financial transaction dataset, features like 
transaction frequency, average transaction 
amount, and time of day can be extracted to 
better understand user behavior. In time-
series data, such as UPI transactions, features 
like transaction velocity (how fast transactions 
are made), seasonality (transaction patterns at 
specific times), and trends (increase or 
decrease in transaction volume over time) are 
critical. For categorical data, feature extraction 
might include encoding information such as 
transaction type or user demographics into 
numerical values through techniques like one -
hot encoding or label encoding. In some cases, 
domain-specific features, such as geolocation 
information (distance from typical transaction 
locations) or behavioral patterns (sudden 
increases in transaction size), may be extracted 
to help the model recognize fraudulent 
behavior. Effective feature extraction ensures 
that the model focuses on the most important 
aspects of the data, leading to better 
predictions and decision-making. 
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d.Model Creation using Ensemble 
Algorithm: 

Model creation using an ensemble 
algorithm involves combining multiple 
machine learning or deep learning models to 
improve predictive accuracy, reduce 
overfitting, and enhance model robustness. In 
UPI fraud detection, an ensemble approach 
that integrates models like Artificial Neural 
Networks (ANN), Long Short-Term Memory 
(LSTM), and Gated Recurrent Units (GRU) 
leverages the strengths of each algorithm. 
ANN captures complex, non-linear patterns in 
transaction data, making it adept at 
identifying intricate fraud signals. LSTM, 
designed to process sequential data, excels at 
recognizing fraudulent patterns over time, 
such as unusual transaction trends. GRU, a 
simplified variant of LSTM, is 
computationally efficient and better suited for 
handling large datasets in real-time, ensuring 
scalability without compromising accuracy. In 
an ensemble, these models are trained 
independently, and their predictions are 
combined using methods like majority voting, 
weighted averaging, or stacking. This strategy 
ensures that the final prediction benefits from 
the diverse strengths of each model, 
improving overall accuracy and robustness. 
Fine-tuning Hyperparameter for each model 
helps optimize performance. The ensemble 
approach also reduces biases and improves 
generalization, making it highly effective for 
detecting complex fraud patterns in UPI 
transactions, where fraud can manifest in 
various forms and change over time. 

 

e. Test Data: 

Test data is a crucial part of the 
machine learning process, serving as a 
benchmark to evaluate the performance of a 
trained model. After a model has been trained 
on the training dataset, the test data is used to 
assess how well the model generalizes to new, 
unseen examples. Unlike training data, which 
the model has already learned from, test data 
is kept aside during the training phase to 
ensure that the evaluation is unbiased and 
reflects real-world performance. The primary 
purpose of test data is to determine how 
effectively the model can make predictions on 
data it has not encountered before, simulating 
how it would perform on future, unseen 
instances. This helps in identifying overfitting, 
where a model may perform exceptionally 
well on training data but poorly on new data. 
By evaluating the model on test data, key 
performance metrics such as accuracy, 
precision, recall, F1-score, and others can be 
calculated, providing insights into its 
strengths and weaknesses. It also allows for 
comparing different models or configurations 
to select the best-performing one. In summary, 
test data ensures that the model is robust, 
reliable, and capable of making accurate 
predictions in real-world scenarios. 

 
f. Prediction:  

Prediction is the final stage in the 
machine learning pipeline, where the trained 
model is used to make inferences about new, 
unseen data. In the context of UPI fraud 
detection, the prediction phase involves using 
the ensemble model to analyze incoming 



 
www.ijcsjournal.com                                    Volume 13, Issue 1, No 06, 2025.                               ISSN: 2348-6600 

REFERENCE ID: IJCS-560                                                                                                                 PAGE NO: 015-032 

 

All Rights Reserved ©2025 International Journal of Computer Science (IJCS Journal)   

Published by SK Research Group of Companies (SKRGC) - Scholarly Peer Reviewed Research Journals 
www.skrgcpublication.org                                                                                                                                              Page 24 

transaction data and classify it as either 
fraudulent or legitimate. When a new 
transaction occurs, the model processes the 
transaction’s features, such as transaction 
amount, time, user behavior, and other 
relevant data, and generates a prediction. The 
ensemble model, composed of ANN, LSTM, 
and GRU, collectively evaluates the 
transaction, considering both current data and 
historical trends. The ANN component helps 
identify intricate patterns in transaction data, 
LSTM captures sequential data trends, and 
GRU ensures efficient processing of large-
scale data. The final prediction is made based 
on the combination of the outputs from these 
models, using techniques such as majority 
voting, weighted averaging, or stacking. Once 
a prediction is made, the system provides a 
risk score or a binary classification (fraudulent 
or legitimate) for each transaction. If a 
transaction is classified as fraudulent, it can 
trigger further actions, such as blocking the 
transaction, notifying the user, or alerting the 
bank for further investigation. Additionally, 
the system can continuously improve by 
incorporating feedback from actual fraud 
cases, retraining the model on updated data to 
adapt to new fraudulent patterns. The 
prediction phase is crucial in real-time UPI 
fraud detection, as it ensures that fraudulent 
transactions are identified promptly, reducing 
financial losses. The ability to accurately 
distinguish between legitimate and fraudulent 
transactions minimizes false positives and 
ensures a smooth user experience, 
maintaining trust in digital payment systems. 

 

g. Formula used in ANN algorithm: 

In an Artificial Neural Network (ANN), 
the core functionality of each neuron is to 
compute a weighted sum of the inputs it 
receives and then apply an activation function 
to this sum. The weighted sum represents the 
importance or contribution of each input to 
the neuron's output. Mathematically, this is 
expressed as: 

 
Here, xi represents the inputs to the 

neuron, wi are the weights associated with 
these inputs, and b is the bias term. The bias 
allows the model to shift the output, helping it 
better fit the data. The sum of these weighted 
inputs, plus the bias, is then passed through 
an activation function f, such as a sigmoid, 
ReLU, or tanh function. The activation 
function introduces non-linearity to the 
model, allowing the network to learn and 
represent complex patterns in the data. The 
output y is the result of this transformation 
and is passed on to the next layer of the 
network. This process is repeated across 
multiple layers in a deep neural network, 
where each layer's output becomes the input 
for the subsequent layer, enabling the network 
to learn hierarchical features from the input 
data. 
 

h. Forget Gate (ft) 

The forget gate in an LSTM determines 
which information should be discarded from 
the cell state. It looks at the previous hidden 
state ht−1 and the current input xt, then 
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outputs a value between 0 and 1. A value of 0 
means "completely forget," and a value of 1 
means "completely remember." 
Mathematically, it is expressed as: 

 

 

 
 
i. Input Gate ( it ) 

The input gate controls what new 
information gets stored in the cell state. It first 
uses the sigmoid function to decide which 
values to update, and then uses the tanh 
function to generate candidate values for the 
new cell state. The formula is: 

 

 

 
 
j. Output Gate ( ot ): 

The output gate determines the next 
hidden state, which is used for the output at 
the current time step. It uses the previous 

hidden state and the current input to calculate 
the output. The formula is: 

 

 
 

 
 
K. Gated Recurrent Unit (GRU): 

The Gated Recurrent Unit (GRU) is a 
simplified version of the Long Short-Term 
Memory (LSTM) network, designed to be 
more computationally efficient. While it 
shares similarities with LSTM, it has fewer 
gates and parameters, making it faster and 
less resource-intensive. The GRU uses two 
main gates: the Update Gate ( zt ) and the 
Reset Gate ( rt ), and it combines these gates 

with a candidate hidden state to update its 
hidden state. Here's an explanation of each 
component with its formula: 
 
Update Gate (zt): 

The update gate controls how much of 
the previous hidden state ht−1 should be 

carried over to the next hidden state ht, and 
how much should be influenced by the 
candidate hidden state ht. It decides whether 
the unit should update its hidden state based 
on the new input xt and previous hidden state 
ht−1. The formula is: 
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Hidden State Update (ht): 

The hidden state update ht is computed 
by blending the previous hidden state ht−1 and 
the candidate hidden state ht, using the 
update gate zt. The update gate controls the 
contribution of the previous hidden state and 
the new candidate hidden state, with values 
close to 1 meaning more reliance on the 
previous state and values close to 0 meaning 
more reliance on the candidate state. The 
formula is: 

 

 
 
IV. Result and Discussion: 

The proposed system’s ensemble 
model, integrating ANN, LSTM, and GRU, 
has significantly improved UPI fraud 
detection by achieving high accuracy and 
efficiency. The system was tested using a real-
world transactional dataset, focusing on 
various fraudulent scenarios such as sudden 
spikes in transactions, unusual spending 
behavior, and repeated small-value 
transactions aimed at bypassing fraud 

detection mechanisms. The model 
demonstrated an impressive accuracy of over 
97%, significantly outperforming traditional 
fraud detection techniques such as CNN and 
single deep learning models. The high recall 
value ensured that fraudulent transactions 
were correctly identified, while the precision 
score reduced false positives, preventing 
legitimate transactions from being flagged 
incorrectly. A key advantage of the ensemble 
model is its ability to combine the strengths of 
different deep learning architectures. ANN 
helped recognize complex patterns in 
transaction data, while LSTM processed 
sequential dependencies, detecting fraudulent 
activities over time. GRU, with its 
computational efficiency, ensured that the 
model could handle large-scale financial data 
in real-time without excessive resource 
consumption. Compared to conventional 
fraud detection models, which often rely on 
static rule-based methods or single-model 
deep learning approaches, the ensemble 
technique proved to be more adaptive and 
accurate in identifying evolving fraud 
patterns. 

The results confirm that the ensemble 
approach enhances fraud detection by 
improving prediction accuracy, minimizing 
false positives, and adapting to new fraud 
techniques. Unlike traditional models, which 
struggle with scalability and adaptability, this 
system continuously learns from new 
transaction data, making it highly effective in 
real-world applications. By implementing this 
fraud detection system, financial institutions 
can improve security, reduce financial losses, 
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and build trust in digital payment platforms. 
The combination of deep learning models not 
only ensures a robust fraud detection 
mechanism but also paves the way for further 
enhancements in AI-driven financial security 
systems. 
 
a. Accuracy: 

The accuracy of the proposed UPI fraud 
detection system is a crucial measure of its 
effectiveness in distinguishing fraudulent 
transactions from legitimate ones. By 
leveraging an ensemble model consisting of 
ANN, LSTM, and GRU, the system achieved 
an accuracy of over 97%, demonstrating 
superior performance compared to traditional 
models. Accuracy is determined by evaluating 
the proportion of correctly classified 
transactions—both fraudulent and genuine—
against the total number of transactions tested. 

 

 

 
 

A high accuracy rate indicates that the 
model effectively minimizes false positives 
(legitimate transactions wrongly flagged as 
fraud) and false negatives (fraudulent 
transactions mistakenly classified as genuine).  

 

 
 

The integration of LSTM and GRU 
improves the system’s ability to analyze 
sequential transaction patterns over time, 
while ANN enhances pattern recognition in 
transaction behavior. Compared to 
conventional methods such as CNN or rule-
based fraud detection systems, which often 
struggle with dynamic fraud patterns, the 
ensemble model adapts to emerging 
fraudulent behaviors with greater precision. 
Furthermore, the model's accuracy remains 
stable even when tested with large-scale 
datasets, making it highly suitable for real-
time fraud detection in digital payment 
systems. This high accuracy ensures that 
financial institutions can rely on the system to 
prevent fraudulent transactions while 
minimizing disruptions for legitimate users. 

 
b. Loss: 

 Loss in the proposed system represents 
the difference between the predicted and 
actual transaction classifications, serving as a 
key metric for evaluating model performance. 
The system employs a loss function to 
minimize discrepancies during training, 
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ensuring that fraudulent transactions are 
accurately detected while reducing false 
positives. Initially, the loss is high due to 
random weight initialization in the ANN, 
LSTM, and GRU layers. However, as the 
model learns patterns in the data, the loss 
gradually decreases, indicating improved 
prediction accuracy. The decline in training 
loss signifies the system's ability to generalize 
fraud patterns, while a lower validation loss 
ensures effective performance on unseen 
transactions. 
 

 

 
 

During training, loss is monitored to 
ensure that the model is learning effectively. 
Training loss refers to the error computed on 
the training dataset, while validation loss is 
measured on an unseen validation dataset. A 
decreasing training loss suggests that the 
model is learning from the data, but if 
validation loss starts increasing after a few 
epochs, it may indicate overfitting, where the 
model memorizes the training data instead of 
generalizing well to new inputs. Proper 
regularization techniques, such as dropout 
and L2 regularization, help control overfitting 
and maintain a balance between training and 

validation loss. Interpreting the loss curve is 
essential for evaluating model performance. If 
the training and validation losses decrease 
steadily and converge, the model is learning 
efficiently. However, if validation loss remains 
high or fluctuates significantly, the model may 
require Hyperparameter tuning, additional 
training data, or architectural adjustments. 
Monitoring loss alongside accuracy ensures a 
robust and well-generalized machine learning 
model. 

 
 

The graph represents the training and 
validation loss over epochs during a machine 
learning model's training process. The x-axis 
denotes the number of epochs, while the y-
axis represents the loss values. The blue 
dashed line with circular markers illustrates 
the training loss, which starts at a high value 
of over and decreases steeply over the first 
few epochs before gradually tapering off, 
indicating effective learning. The orange solid 
line with square markers represents the 
validation loss, which remains relatively 
stable with minor fluctuations. The two loss 
curves converge as training progresses, 
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suggesting that the model is not significantly 
overfitting and is learning effectively. The 
presence of a legend in the top right corner 
helps distinguish between the two loss types. 
 
c. F1-Score: 

In the context of the proposed UPI 
fraud detection system, the F1 score is an 
essential evaluation metric, particularly 
because the dataset is likely to be 
imbalanced—meaning the number of 
fraudulent transactions is much lower 
compared to legitimate ones. Accuracy, in this 
case, might be misleading because a model 
could achieve high accuracy by simply 
predicting most transactions as legitimate, 
thereby ignoring the rare fraudulent 
transactions. The F1 score, by combining 
precision and recall, provides a more nuanced 
evaluation, highlighting the model's ability to 
accurately identify fraudulent transactions 
while minimizing both false positives and 
false negatives. 

 

 
 

Precision, in the proposed system, 
refers to the proportion of transactions 
predicted as fraud that are actually fraudulent. 
A higher precision ensures that the model is 
not raising false alarms, preventing legitimate 
transactions from being flagged as fraudulent. 
Recall, on the other hand, measures the 
proportion of actual fraudulent transactions 
that the model successfully identifies. In fraud 

detection, it is critical to have a high recall to 
avoid missing fraudulent activities, even if 
that means accepting some false positives. The 
F1 score balances these two aspects, ensuring 
that the model is both precise in its predictions 
and effective in identifying most of the 
fraudulent transactions. 
 
d. Precision: 

 Precision is a metric used to evaluate 
the accuracy of a classification model’s 
positive predictions. It is particularly 
important when the cost of false positives is 
high, such as in fraud detection or medical 
diagnoses. Precision measures how many of 
the instances predicted as positive by the 
model are actually positive. In simple terms, it 
answers the question Out of all the 
transactions the model flagged as fraudulent, 
how many were actually fraudulent. 
 
The formula for precision is: 

 

 
In the context of a UPI fraud detection 

system, precision plays a critical role in 
ensuring that legitimate transactions are not 
unnecessarily blocked or delayed. A high 
precision means that the model is very 
accurate when it classifies a transaction as 
fraudulent, which is important to avoid 
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causing inconvenience to users or financial 
losses due to incorrect fraud flagging. 
However, precision alone is not enough, as it 
does not account for how many actual 
fraudulent transactions were missed. 
Therefore, precision must be considered 
alongside other metrics, such as recall and F1 
score, to assess the model's overall 
performance. 
 
e. Recall: 

Recall is a performance metric used to 
evaluate a classification model’s ability to 
identify positive instances, especially when 
missing a positive case is costly. In fraud 
detection systems, recall measures the 
proportion of actual fraudulent transactions 
that are correctly detected by the model. It 
answers the question, "Out of all the 
fraudulent transactions that actually occurred, 
how many were correctly identified by the 
model" In this context, a high recall ensures 
that the model does not miss any fraudulent 
activities, which is crucial for preventing 
financial losses due to undetected fraud. 

 
The formula for recall is: 

 

 

In a UPI fraud detection system, recall 
is critical because missing fraudulent 
transactions can result in significant financial 
losses for users and the payment platform. For 
example, if the system fails to identify a 
fraudulent transaction (a false negative), the 
malicious actor could complete the fraudulent 
activity, leading to potential financial damage. 
Therefore, optimizing recall is vital for fraud 
detection systems, as it ensures that most 
fraudulent transactions are caught. However, 
it's important to balance recall with precision, 
as a high recall with low precision could lead 
to too many false alarms and unnecessary 
intervention. Thus, recall should be 
considered in conjunction with other metrics 
like precision and F1 score to evaluate the 
model comprehensively. 

 
V. Conclusion 

In conclusion, the proposed ensemble 
model combining Artificial Neural Networks 
(ANN), Long Short-Term Memory (LSTM), 
Gated Recurrent Units (GRU), and XGBoost 
offers a robust and efficient solution for 
detecting UPI fraud. By integrating these 
diverse techniques, the system benefits from 
ANN's ability to capture complex patterns, 
LSTM's proficiency in handling sequential 
data, GRU's computational efficiency, and 
XGBoost's strength in boosting decision trees 
for enhanced predictive accuracy. This hybrid 
approach significantly improves the ability to 
detect fraudulent transactions while handling 
large-scale, real-time transactional data, a 
challenge faced by traditional fraud detection 
systems. The model's continuous adaptability 
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ensures that it stays effective over time as new 
fraud patterns emerge, further strengthening 
its relevance in a dynamic digital payment 
landscape. The implementation of this 
ensemble system not only enhances the 
security of UPI-based payment platforms but 
also provides a proactive approach to fraud 
prevention, ultimately minimizing financial 
losses for both individuals and organizations. 
This approach has the potential to set new 
standards in fraud detection, offering a 
scalable and highly accurate solution to 
combat the growing threat of digital payment 
fraud. Future work could focus on 
incorporating reinforcement learning for 
dynamic adaptation to emerging fraud 
patterns, and using transfer learning to 
improve training efficiency with limited data. 
Integrating multi-modal data, such as user 
behavior and network information, could 
provide a more comprehensive analysis. 
Additionally, deploying the model in real-
time environments with continuous 
monitoring and feedback loops would 
enhance its effectiveness. 
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